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ON THE THEORY OF SELECTION

1. Introduction.

The present paper is the third of a series of papers

on the classification problem. The first paper is concerned

with the classification of individuals. The second paper, not

yet completed, will deal with the classification of populations.

In this third paper we shall consider a special class

of classification problems with no standards given. Again each

of s populations 71Z, *-*, 7Ts is to be classified into

one of two categories ("good" and "bad"). However, what con-

stitutes a good or bad population is not defined absolutely but

in terms of the quality of the populations at hand.

Problems of this kind arise frequently and have re-

cenGly been treated by a nuamber of authors (Mostel!er

Paulson [2], Stein L3], Bahadur [4]). We assume that we have

a sample X = 1, = .. , n ) from each of the populations

Tit and that the distribution of the Xjj depends on an un-

known parameter @i" The populations are ranked according to

the values of the 9's. (For example, if the 9's are real

valued, that one of two populations may be the better that has

the higher @-value.)

This work was done at Columbia University and supported
in part by the USAF School of Aviation Medicine. The first
flarA' of this series, referred to above, is Report No. 6 of
Prýoject No. 21-49-004 ("On the Simultaneous Classification
of Several Individuals")p USAP School of Avi&tion Medicine.
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As has been pointed out by Bahadur, it is frequently

desirable to go beyond classifying the populations as good or

bad. If, for example, one is looking for good varieties of

wheat to plant, one must decide in what proportions to plant

them. However, this more detailed analysis is not always re-
quired. When it does apply, the solution tends to be that pro-

cedure which is appropriate when, rather than selecting a number

of good populations, one is interested only in the best of them.

We shall here follow essentially the formulation of

Paulson who considered this problem for normal populations.

To be specific, let us assume that the 9's are real valued

and that quality improves with increasing 9. Let us assume

further that there is given a function g(Q, 0') increasing

in the second variable and decreasing in the first, such that

the population 7j- is considered good provided

g( 1, max mj)x Aa

where i is some fixed positive number, If the variables are

normally distributed with mean 9 and variance ) we may

for example take g(, 9) =9 - 9 or g(9, 9') =----0-

In the Poisson case we might take g(9, 9') = 9'/9 and in

binomial case

g(9. 91) = -

"" A O
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where in both cases G indicates the mean of the variables.

As before we shall adopt the point of view of the

Neyman-Pearsun theory and ask that

(1.1) the expected number of bad populations classifiedhe
as good A<;•.

Subject to (1,I) we wish to maximize the expected number of

good populations classified correctly

Condition (1.1) has one consequence that may seem

undesirable. It follows from the definition just given., that

there is always at least one good population, that with the

maximum Q. However, if we impose (1.1) we may sometimes have

to classify all of the populations as bad. This Will occur,

roughly speaking, when the observations indicate a situation

in which the sample size is too small to make the selection

of the good populations with the desired degree of accuracy.

There are two ways of avoiding this difficulty. If one knows

the order of magnitude of the parameters involved, one can de-

termine a sample size which makes it very probable that one

will be able to'perform the classification. Alternatively,

of course, the situation points to the use of sequential pro-

cedures. Such procedures also have the advantage for problems

of the kind considered here that they permit classifying the

populations gradually. A decision will be reached early on

those that are either very good or very poor, while for the

D"flNSZ-SAN ANTONIO
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intermediate ones one may take a larger number of observations.

A procedure of this kind was discussed by Stein [33.
Although it is easy to develop a general theory of

minlimax procedures for the classification problem described

here, the application of such a theory to particular cases runs

into difficulties which the author so far has not been able to

surmount. We shall illustrate the situation with an example.

2. Aneample-.

Perhaps the simplest example, and one which was con-

sidered by Paulson, assumes that the Xij, i=l,...,s; J=l,..0,n

are samples from normal distributions with means 9i and common

variance 2 = 1. Since the Y = 1 •Xi form a set of suf-

ficient statistics we assume without loss of generality that

n = I and denote our variables by Xip *-of Xs, We take

gCG, 9') 9' -Q -.so that Tir is considered good if

9 > max Qj

In order to obtain the sinimax procedure we must

guess two least favorable distributions: one that maxi-

mfzes on the average the number of good populations that are

classified as bad, and one that maximizes the number of bad

populations that are classified as good. One conjectures that

both are concentrated on the set

s - 1 of the W's are equal, say = 9

the remaining mean + @ + A

4
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It turns out that it is immaterial what value of S we take.

Let us put 9 = 0, and let us assume that the a priori distri-

bution assigns probability 1 to each of the possible parameter
S

sets 9A, 0 t, 0), (O\, 0, *6e 0), ,

Then the Bayes problem becomes

Maximize

(1.2) 1 Fi E 1 ( + s+(X)IOj = A, 53 = 0 if J 11 3

subject to the condition

(1.3) * 0Bf43 X W WaCx IQ~ QG 0 if3

This problem is solved by means of a lemma to be

proved in the paper on the classification of populations. The

Bayes solution sets W1(x) = 1 if

+jxla4) 2_12 2! _(2 A21 2 2)

e 7 3+ + ..-

Z '

that is, if

AX 1  63+ AX"" > A + ' X 8 ]
+ /-A0 + me a+e >k' Ie + See ej

L 4
5
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and hence if

AX" AXs AX 1+ not . +e <Ce

The solution for the remaining O's is obtained by symmetry.

To complete the solution we must now show that for

this procedure

(a) the expected number of good populations classified as

bad takes on its maximum when s = = 2 = 9"= S = 0+s ~s-i +

(b) the expected number of poor populations classified as good

takes on its maximum when 0 5s A, 1 = " s-I = 0- .

We need to prove (b) not only to show that the pro-

cedure is minimax but also to show that the correct determina-

tion of C is

(14) Ak2 AX5  AX -
(.4) Pe + • + e <Ce ... =9 = 9 - ) -=0

The difficulty referred to in the beginning of the

last section consists in the proof of (a) and (6). We shall

now present certain partial results on this problem.

Let us first consider what happens for large A .

Let us set C = er and determine it by means of (1.4). If we

put Yi k X - oil (1.4) becomes

AS2  Ays -1 Att5+A) 3.T
P(e + ...# e -+ e a0

L-ENNS_-4AN ANTONIO
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2

Dividing both sides by e , we see that for large A this

becomes essentially

pA~Ys ayl÷r _,a 2

P(e eY =

2
Therefore k-- k (k>O) as A --- oo.

We shall fitst consider problem (a). As A -- tw,

the expected nuiber of good populations classified as good

when 01= "" = s-l =0, s =A tends to 1,

It is clear that if s-i of the populations are bad,

and only one good, the probability of classifying the good one

correctly is minimized when = 1 . = S-1 = 0:-; i.e. when we are

in the situation which we believe to be the minimizing one.

We need to compare this situation with those in which

there are more than one good population Suppose
0 s "l , @ > 0+, 0 2, "'9 s- <-3 :SA

Let

p(e(2÷ 2))s
P = 2 + " + eA-•+s e +1

and let P V ' Ps be defined analogously. The expectation

we are concerned with is the sum or those P's corresponding

to good populations and hence is > Pi + Ps"

7
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SW e shall n ow show that un iform ly for

' oa 0 , 0 • "' s-a we have

i Ps --->I

P >-M (A)

where - ±m MI (A) > 0.

SeM(Y+9 1 ) *(Ys -+9 s-1) MYs + S)+ I
P = P(e +..e+e s eS

p AY1  AYs_ 1  lYas+ (A)
> (e + .. + e <e

since V =42 - k(A) + 0(A),

O the other hand

P1 > P (MY 2+A) + toY + e A(YsA) eY+A2 " k+°o(&)

AY AY AYl -kA+o(A)
= P(e + ''- + e < e )

aY2  13Y3-A• l-- - +S
e +0.S+6 e

A--s-- flY, -kA+4o (4"PI > P (S-l) e -C e

-- i A A I

8
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-< 1 - kJ> o.

Unfortunately we have not been able to show as much

for the even more important problem (b), and in fact it seems

doubtful that the result (b) holds exactly, even for large ,

"?hat we can show here is that the value 91, .'• es-I :that

maximize the expected number of bad populations classified as

good are such that for i = 11 •.., s-i

-'0 as 'a-o.

The Proof of this is in fact quite simple. It is obvious that

@I, 2 '' Gs-ci are all < 0. The expectation we are concerned

with is thus PI+''.+ps- 1 "

Consider now a sequence of values 0 tending-

to a limiting value 01, Then it is-seen that recardless of

the values of 92) "*', 8s- < 0 (but not necessarily uni-

formly in these variables)

limr PI P (Y < Y+ +@ k)

Thus in the limit P is maximized for 9l = 0 regardless
1 C

of the other W's, and similarly for G2. " @s - Hence

the result follows.

Thils p fm~Ctha a least asympntnfn 9113'l the pro-

"cedure has the correct size.

DEFENSE-BSAN ANTONIO



PROJECT NUMBER 21o49-004, REPORT NUMBER 7

References

[13 F. Mosteller, "A k-sample slippacge test for an extreme

population," Annals of M:ath. Stat., Vol. 19 (1948),

p. 58.

[21 E. Paulson, "A multiple decision procedure for certain

problems in the analysis of variance," Annals of

Math. Stat., Vol. 20 (1949), p. 95.

[31 0. Stein, "0n the. selection of the largest of a set of

means," Annals of Math. Stat., Vol. 19 (1948)1

p. 429.

[41 R. Bahadur, "On a problem in the theory of k popula-

tions," Annals of Math,. Stat., Vol,. 21 (1950)2 p.

362.

DF'NBE--SILN ANTONIO



"71 - I J.-) UNCLASSIFIED (CORR. CARD 1) 1
ATI 133 972 (COPIES OBTAINABLE FROM ASTIA-DSC)

USAF SCHOOL OF AVIATION MEDICINE, RANDOLPH AIR FORCE BASE,
TEX. (REPORT NO. 7)

DISCRIMINATORY ANALYSIS - VII - ON THE THEORY OF SELECTION -I

PROJECT NO. 21-49004- PROJECT REPORT

LEHMANN, E.L. AUG151 10PP 0
BIOMETRICS . ARTS AND SCIENCE, 0
STATISTICAL ANALYSIS MISCELLANEOUS (65)

" ANTHROPOLOGY (2) 0

UNCLAS•IFIED

9 aý--77 0


